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Abstract. We develop a regularization of the quantum microcanonical ensemble, called
a Gaussian ensemble, which can be used for derivation of the canonical ensemble from
microcanonical principles. The derivation differs from the usual methods by giving an explanation
for the, at the first sight unreasonable, effectiveness of the canonical ensemble when applied
to certain small, isolated, systems. This method also allows a direct identification between the
parameters of the microcanonical and the canonical ensemble and it yields simple indicators and
rigorous bounds for the effectiveness of the approximation. Finally, we derive an asymptotic
expansion of the microcanonical corrections to the canonical ensemble for those systems, which are
near, but not quite, at the thermodynamical limit and show how and why the canonical ensemble can
be applied also for systems with an exponentially increasing density of states. The aim throughout
the paper is to keep mathematical rigour intact while attempting to produce results which are both
physically and practically interesting.

1. Introduction

The microcanonical ensemble is considered to be the fundamental ensemble of statistical
physics. For example, the use of the canonical Gibbs ensemble is usually justified by showing
that its expectation values coincide with the microcanonical ones in the thermodynamical
limit, when the size of the system approaches infinity. However, since an application of the
microcanonical ensemble requires detailed knowledge about the energy levels of the system,
it is seldom possible to use it in practice. The canonical ensemble, on the other hand, has a
well behaving path-integral expression easily extended to gauge field theories—therefore, it
has become the standard ensemble of quantum statistics.

Nevertheless, there are situations where the easiest, canonical, alternative does not work.
For instance, direct applications of the grand canonical ensemble have not been able to
reproduce all the results of relativistic ion collision experiments [1]. There are two possible
explanations for this shortcoming of the canonical ensemble: either the particle gas created in
the collision does not reach thermal equilibrium before exploding into the final-state hadrons,
or the system is too small to be handled by canonical methods. In fact, recent calculations [2]
using a modified grand canonical ensemble have succeeded in describing most of the particle
abundances in these experiments, but only at the cost of including finite-volume corrections to
the usual ensemble. This suggests that at least the final-state hadron gas will thermalize, but it
also shows that finite-volume effects are prominent in these systems.
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These results point to the fact that the microcanonical ensemble—which is optimal
for describing isolated ergodic systems with small quantum numbers—should be used for
obtaining quantitative information about the properties of the quark—gluon plasma possibly
created in relativistic hadron collisions. There are already proposals of how this can be
accomplished in the continuum path-integral formulation of field theories [3], but since the
argumentation in this kind of formalism cannot be made completely mathematically rigorous,
a further study of the details of the quantum microcanonical ensemble was felt to be necessary.

When trying to perform rigorous quantum microcanonical computations, one immediately
encounters two practical difficulties associated with the discrete spectrum of an isolated
gquantum system: since the spectrum is discrete, the possible values of the spectrum have
to be known in advance before any computations can be done; on the other hand, the position
of the high-energy spectral levels depends on small fluctuations of the interaction potential.
Consider, for example, the harmonic oscillator, for which the energy leveB,atew (n + %):
forn = 100, 1% change in the oscillator frequergewill change the position of the levél; g
by a whole energy unit! Therefore, the spectral levels by themselves are not very practical
parameters; however, tldensityof the spectral levels is robust in fluctuations of the potential
and thus a smoothed energy spectrum would offer a more stable alternative.

This paper attempts to fill the gap between the canonical and the microcanonical ensemble
in quantum mechanics. The main ingredient in this is the introduction of the Gaussian
ensemble, which is essentially just a regularization of the discrete spectrum of a closed quantum
system. The Gaussian ensemble will be defined in section 2, where we will also show how
all microcanonical results can be obtained from the Gaussian ensemble in the limit where
the regularization is removed. In the following sections we will then show that in a certain
range of the regularization parameter the canonical ensemble is a good approximation of the
Gaussian ensemble and we will propose definite ways of estimating the difference between the
two methods. These results are then employed in the derivation of an asymptotic expansion of
microcanonical corrections to the canonical ensemble, which will be most useful for systems
near, but not quite at, the thermodynamical limit. Finally, we will consider some implications of
the present results to the thermodynamics of systems with an exponentially increasing density
of states, for which the canonical ensembile is in principle not well defined.

We will not repeat standard results or definitions of the statistics of quantum systems in
the thermodynamical limit here. The physical argumentation leading to the density operator
formulation is explained in most textbooks on the subject, volume five of the classical series
by Landau and Lifshitz [4] being a good example. More elaborate and recent analysis of the
subject can be found from volume one of the series by Balian [5], while a mathematically
rigorous approach is developed in volume four AfCourse in Mathematical Physicsy
Thirring [6].

2. Gaussian ensemblias a regularization of the microcanonical ensemble
Consider the operator defined by

1 1/H - E\?
=0 -3() ] @

where H is the Hamiltonian andE and ¢ # 0 are two real parameters. Sinéeis self-
adjoint, p.(E) is bounded, self-adjoint and positive. For this operator to define a sensible

las(E) =

1 On physical grounds, the idea of using a Gaussian energy distribution to define a statistical ensemble seems natural.
Such a physical reasoning was adopted, for instance, in [7] to introduce a Gaussian ensemble for studying first-order
phase transitions in certain lattice gauge theories.
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statistical ensemble via the trace formulae, it is also necessary to require that the spectrum of
the Hamiltonian is discrete and increases sufficiently fast at infinity so that(Ey < oo. If
this is true, we will define th&aussian expectation valuesan observablé by the formula

<A" %asssE Tr(AAlaa(E)) ) (2)
’ Tr pe(E)
At this point, it will be useful to define some terminology to be used later. If the
Hamiltonian of the system satisfies AE) < oo for all E € R ande > 0, we will call
the systenGaussianly boundednd define the above trace as the Gaussian partition function
7% similarly, if Tre## < oo for all B > 0, we will say that the system anonically
boundedand the trace will give the canonical partition functigff". The termsGaussian
andcanonical observablegspectively, are then used for those normal or bounded operators

(i.e. observables} for which (| A|)§:>*< oo or (|A|)$*" < oo for all the above values of the

parameters—hergi| refers to the positive square root af A. Analogously, systems with

a discrete energy spectrum with finite multiplicities are called microcanonically bounded and
all normal operators having a domain which contains the domain of the Hamiltonian as well
as all bounded operators are microcanonical observables. In this last case, the microcanonical
partition function Z°® is defined by the number of eigenstates with enefyynd the
microcanonical expectation values are the averages over these eigenstates.

Clearly, every canonically bounded system is Gaussianly bounded and every canonical
observable is a Gaussian observable and the same relations also hold between the Gaussian
and the microcanonical ensemble. The term bounded used here also has a direct physical
interpretation inthe canonical case: by the Golden—Thompson—Symanzik inequality [8], which

applies fom-dimensional systems with Hamiltonians of the fokm= %52 + V(:fc), asystemis
canonically bounded if the potential increases fast enough atinfinity sf ttidte#¥ @ < co
forall 8 > 0.

The formal relation lim_. . (E) = §(H — E) is one obvious motivation for using this
ensemble to approximate the microcanonical one. However, it can also be argued that the
Gaussian ensemble is even better suited for describing typical experimental situations than the
microcanonical ensemble: if a quantum system was initially prepared into, or was measured
to have, an energl and the system is almost, but not completely, isolated having interactions
with the environment that lead to energy fluctuations of the order, dfien the Gaussian
ensemble using these parameters is the most natural way to predict the behaviour of a statistical
average over many independent measurements of an observable. Of course, for this physical
interpretation to be valid, the interactions with the environment need to be balanced in such a
way as not to lead to a net flow of energy from one direction to the other—this is the essence
of the requirement of ‘thermalization’ of the system in the context of the Gaussian ensemble.

Mathematically, the Gaussian ensemble is a regularization of the discrete energy spectrum
by a convolution with the normal distribution. As was explained in the introduction, this is
beneficial since it offers a way of removing the effect of the instability of the high-energy
spectral levels. Also, its use does not require any prior knowledge about the spectrum as it is
well defined for all values of. Most important, however, is the way the Gaussian ensemble
offers a natural and mathematically rigorous approximation of the microcanonical ensemble:

(i) im0 V21 e2Z %= Z P for all real E;

(ii) lim .0 Z3.°= Tr §(H — E) as distributions ir;

(iii) lim ..o(A)5s>°= (A)T, whereE' is the energy eigenvalue nearestio
We will now conclude this section by proving these three statements.
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Suppose that the system is Gaussianly bounded with discrete energy Agyedach

one having a multiplicity,, and eigenvector®,, ;, k = 1,...,«,. Then for any Gaussian
observabled, the trace in (2) can be expressed as
Tr(Ap.(E)) = e ZeXp[ % 55 (Eq, — E) }(Qn,kIAIQn,U. 3

Denote(Q, «|A|Q2n.4) bY a,« and note that, sinckr, «| < (Quxl|Al|Q.4), the above series
converges absolutely for amy> 0. o
Let us first look at the behaviour of the Gaussian partition function, i.eAusel. By

(3) then
ZgaUSS ZK_n eXp|: 1 _ E)2:|

Since for anyW > 0 the function eV/¢ is an increasing function aof in the regions > 0,
dominated convergence can be invoked to move the lmit 0 inside the sum, which then
gives the result

K,
lim \/27182Z%asss= { "
e—0 ’

if E = E, for somen
0 otherwise.

Since the right-hand side equﬂg“‘“o by definition, this proves the first statement.
Next, let f(E) be any smooth function with a compact support andet- 0 be such
that|suppf| < M. To prove the second statement, we need to show that

liino/_oo dE f(E)Z3= chnf(E ).
Since

1 2
/ dEf(E)Fexp[ 282(En—E)]—>f(En)

whene — 0, this is clearly true if only it were possible to move first thantegration and
then thes — 0 limit inside the sum. In fact, both of these operations are now allowed by the
dominated convergence theorem, since we have the bounds

oo " _ 2 2
/ dE|f(E)|eXp[ (E, — E)?/2¢?]
—00 27T82
Il £ lloo if |E,| <2M
I £ lloo €XPE-3 (1 Enl — M) + 1 M?] if |E,| >2M

forall0 < e < 1. R
Let us finally evaluate the limit of the expectation values for genéral

- —(E, — E)?/2¢?] .
Aygauss_ exp[—( Qi 1AI2, 1), 4
( >E,g ; Tr Iagm ( ,kl | ,k) ( )

For this we will need the result

1
Y i EXPI=((Ew — E)2 — (E, — E)?)/2¢7]
0 if |[E, — E| < |E, — E| for somen’
oo - 5)

<ZKW‘S|EN/—E,E,,_E|> otherwise.
o
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In other words, this limit is zero if, is not the eigenvalue nearestEQit is (k, + k,,) >
if both E,, andE,, are nearest eigenvalues (i.eHflies exactly in the middle of the segment
joining E,, andE,, and no other eigenvalues are on this segment) and jtli& E, is a unique
nearest eigenvalue. Let us use the notalyiE) for the sum_, kv 8g, — £, |E,~E|-

Letng be the index of any one of the eigenvalues nearegt tdhen for alln

expl—(E, — E)?/2¢?]
Tr pen/2m €2

2 2 2 2
_ exp[—(E, — E)*/2e7] - iexp[(Eno — E)—(E, —E) } ©6)
> kw €Xpl—(Ey — E)2/26?] Ky, 2¢2
where (E,, — E)> — (E, — E)> < 0. This implies that, for alle in the range
0 < & < 1, the absolute value of each of the terms of the series in (4) is less than
expl(E,, — E)?/2] exp[-(E, — E)?/2]|a, |, which again forms aa-independent sum that
is convergent by assumption. Thus dominated convergence can be applied to move the limit
inside the sum, which then by equation (5) yields the result

A - 1 A
(A)g;?ssg—g Moo (E) ;5\E,17E|,|E,,07E|<Qn,k|A|Qn,k)-
SinceM,,,(E) is the number of non-zero terms in the above sum, the final expression is nothing
but the average of the expectation valuegiaiver the energy eigenstates nearedt to

Therefore, whenevek coincides with a point in the spectrum, the limit> 0 will give
the microcanonical expectation value. On the other hantl,dbes not belong to the energy
spectrum (in which case the microcanonical ensemble is in principle ill defined), then the
microcanonical result corresponding to the nearest eigenvalue is obtained. The only values
of E giving non-microcanonical limits are those lying exactly in the middle between two
eigenvalues, but even then the result is an expectation value of a uniform distribution over two
energy eigenvalues.

3. Canonical ensemble as an approximation to the Gaussian ensemble

We will next show how the canonical ensemble can be used for approximating the Gaussian
ensemble in the region where the energy resolutigmsufficiently large. For this we need
to assume that the system is canonically bounded anditisa canonical observable. Since
this, in particular, requires the energy spectrum to be bounded from below, we will also assume
that the Hamiltonian has been normalized so that the lowest energyHgi®hon-negative.

Let us first assume thatis a positive parameter. Since

1 1 1
—=—(E —E,))?> = —=—(E — E, + Be®?+ BE — BE, + = %¢?
282( ) 282( ety +PE—F 2'3 ¢
we have the identity
Tr(Ap(E)) = e2P**PE Tr(Ap, (E + Be?) e PH). @

If we integrate this multiplied by € over E and take the integration inside the trace, which
is possible sincet is a canonical observable, we get the exact formula

Tr(A e Py = g 3% / dE e PE Tr(Ap. (E)) (8)

valid for alle > 0 andg > 0. This is a regularized form of the familiar statement that the
canonical ensemble is the Laplace transform of the microcanonical one.
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The result (8) has a more interesting inverse formula, which we will derive next. We will
begin with the Fourier transform of the normal distribution,

/OO dr ex 1820[2 +iaW | = ! ex 1 w2 9)
00 2T P 2 /2762 P 2¢2
which can be applied to (7), yielding

Tr(Ap.(E)) = e/ ***FE / Yo g Tr(A e #H*a(E+pe"—H)y
oo 2
In changing the order of the integration and the trace we again had to use the assumption that
A is a canonical observable. Now using a new integration variable 8 +ia we get a
particularly simple form of the desired inversion formula for (8),
Bico .
Tr(Ape(E)) = / AW detutent 1 f gt (10)
B—ico 2mi
valid for all 8 > 0. We can now conclude that the analytical form of the canonical trace
contains all the information needed to compute the microcanonical expectation values, which
are then easily extracted from the integral in (10). However, this formula also leads to a simple
relation between the usual real-temperature canonical ensemble and the Gaussian ensemble
which we shall inspect next.
For all canonical observables, the tracéAre#) is obviously an analytic function of

w in the half-plane Re > 0 and all its derivatives are given by a differentiation inside the
trace, i.e.

dt R A oA ;
— Tr(Ae ") = Tr(A(—H)f e *H).
dw*

Therefore, saddle-point methods can be used in evaluation of the integral in (10),
B+ioco d 1 R .
/ - exp[—ezw2 +wE +In Tr(A e‘“”’)}.
B—ico 27l 2

Here the branch of the logarithm needs to be chosen so that the logarithm is analytic on the
integration contour; if the contour happens to go through a zero of the trace, then an infinitesimal
deformation of the contour is necessary—note that this is always possible if we only make the
trivial assumptiond # 0. The saddle-point equation, which is of course independent of what
branch we use for the logarithm, is

Tr(AH e M)
Tr(AewH)
while the second derivative, which will determine the direction of the steepest descent path, is
Tr(AR2 e ) ~ (Tr(AI% ew’5’)>2+ )
Tr(AevH) Tr(A evH) o
So far we have only assumed that observaﬁ)lscanonicaL For the following discussion
we shall also assume thatis positive, non-zero and that (A H) = oo, keeping in mind
that the special casa = 1 falls into this category. We shall also use the notat®n
for Tr(A0O ey /Tr(A e=»f). With these definitions, the saddle-point equation becomes
H = E + 2w and the second derivative (& — H)?2 + 2.
If we restrict ourselves to the positive real axis, thenﬁl'e*’”‘f’ ) will always be strictly
positive and botf and(H — H)? will be well defined and positive. From this we conclude

=E+&%w (12)

(12)




Microcanonical improvement of quantum canonical ensemble 293

that on the positive real axis the logarithm Ir(}ﬁre*wH) is a convex function and that the
expectation valugd is strictly decreasing. Therefore, the saddle-point equation (11) has at
most one positive solution for ea¢h On the other hand, the assumptiof AH) = oo can

be used to show that a solution exists for evErg R ande > 0. We shall now assume that

B, which was an arbitrary parameter of the integration contour in (10), has been chosen to
equal this unique positive solution. Since the second derivatiyd is H)2 + £2, it is now

strictly positive and the integration contofi ico — 8 +ioco in fact goes through the saddle
point 8 via the path of steepest descent. Using the saddle-point approximation to evaluate the
contribution of this saddle point to the integral then gives

(&2 + (H — H)2) 2 e/ PE Tr(Ae PH),

1
N2
From this, equation (7) and the saddle-point equation we obtain the following exact result and
its saddle-point approximation

Tr(Ap.(E)) = e 271 Tr(Ap. (H) e P (13)
l S 1 102 20077 A~ 2
~ (€2+(H — H)?) 2 P BH Tr(A e PH), (14)
N

So far we have only inspected the saddle points on the positive real axis. However, as
a simple example with, for example, a harmonic oscillator will show, there will generally be
a countably infinite set of saddle points on the complex plane. Also, it is quite possible that
the steepest descent path going through all the relevant saddle points will not stay on the right
half-plane, which will be unfortunate unless the analytical continuation of the canonical trace
over the imaginary axis is known. In addition, the valueg aft which the traces TAp. (E))
and Trp. (E) need to be evaluated are typically different, which would then mean that the ratio
of their saddle-point approximations does not exactly equal the canonical expectation value.
However, as we shall see in the next section, in the thermodynamical limit these
considerations are not relevant and the saddle-point approximation using the pésitive
give accurate results so long as we use a suitabled inspect only large enough energigs
For the partition function this saddle-point approximation reads

1
T
V2 (o?+¢e2)

whereH = (H)$", 02 = (H})$" — H” and g is the unique positive number satisfying
(I:I)ga” = E + 2. Using this samg8 also for the other trace in the expectation values will
give the following exact result and an approximation of the Gaussian expectation values:

«gauss THAp(H)e Py .
A)9auss_ — 2 (A)GN 16
(AT, TG ) P (A)§ (16)

From this formula we can already gain some idea of when the approximation will be most
accurate: the contribution of the additional tefpiH ) will be small when the variance of the
Gaussian peak is greater than the variance of the canonical distribution, i.e. whenevef.

We will derive more quantitative bounds for the accuracy of the approximation in the next
section.

From the above result we can give a new interpretation of the role of the canonical
ensemble in quantum statistidbe canonical ensemble is an approximation of the regularized
microcanonical ensemble from which the discrete structure of the energy levels has been
smoothed outWe have also seen that the canonical approximation works best in the limit
e/o — oo. However, for a fixed energl a minimum requirement for th@aussiarensemble

e 27l Zcan (15)
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to give meaningful results is < E — Ej, so that taking this limit to its extreme is not possible
in practice. In the next section we will propose a procedure for inspecting how and when a
suitable compromise far can be found.

Finally, we would like to comment on the interpretation of the canonical entropy,
S5 = B(H)S"+In Z$, in view of the previous approximation. Since the valug@ft “gives
the density of the energy eigenstates at endtgythe density as the number of eigenstates
per the energy interval—its logarithm can be interpreted as the entropy of the system and

we denoteS3, = In Z3°,*% On the other hand, from the saddle-point approximation (15) we
conclude that
1 2 1
SES~ s —Ine = Sln [zn (1 + :—Zﬂ — Se7p 17)

which means that the canonical entropy gives a good approximation of the logarithmic density
of states per energy providedthe energy resolution is proportional to the canonical energy
deviation, i.e£ o« o. If the energy resolution is microscopic, then the above formula implies

a correction to the canonical entropy of the forrMnN being the number of particles. Thus

a natural interpretation for the canonical entropy is the entropy measured from the density of
states per energy, the standard deviation of the canonical ensemble—note that the relation
between the density of states and the dimensionless number given by the canonical entropy is
dubious in any case.

4. Efficiency and improvements of the canonical ensemble

In this section we will continue working with the same set-up as in the previous one,
i.e. we assume that the system is canonically boundeid,a canonical observable and the
parametep is the unique positive solution to the equati(dﬁ);a” = E +¢°B. Since we will

be mainly using the canonical expectation values here, we will drop both the superscript ‘can’
and the subscrigg from these expressions; similarly, using the ‘hats’ to signify operators will
become cumbersome and we will abandon the practice at this point.

Our first aim is to derive quantitative bounds for how well the canonical ensemble
approximates the Gaussian one and then to derive a method for computing corrections to
the canonical ensemble when it first begins to fail. The corrections will be expressed in terms
of the normalized moments of the canonical distribution and for this reason we will now adopt
the notations2 for the variancd(H — (H))?) and then define the normalized Hamiltonfan
by the formula

If A is positive and non-zero, then Jensen’s inequality [9] can be used for deriving the
following bounds valid for any: € R,

2 2
exp (_a (Ah >> . (A exp(—ah?))
(A) (A)

<1 (18)

If we apply this to(A g’ explah?))/(A e’y we can also improve the upper bound:

(Ah?) (A exp(—ah?)) (Ah?) (AR
exp(_” (@) >< () gexp[_” () exp(‘“ <Ah2>>]' o)

Since(h?) = 1 by definition, we get fod = 1
exp(—a) < (exp(—ah?)) < exp[-a exp(—a(h*))]. (20)
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Applying these bounds wita = o2/2¢? to (16) yields the following bounds for the
relative efficiency of the canonical expectation values

o2 (AhY)\ (AT o2
exp(_? @) )g (A) <ex'o(@> 1)

or by using the more accurate equation (19),

o2 [ (Ah?) o? (AT o2 (Ah?) o2 (AR
_ﬁ[ (A) _exp(_z_sz(h >)]<'” (A) <2_82[1_ (A) exp<_2_82<Ah2>)]

(22)

These equations prove, for positive observaldlghe earlier alluded statement that in the limit
e/o — oo the approximation by the canonical ensemble becomes exact. On the other hand,
the bounds also suggest that it is necessary to have atfyast < % before the canonical
expectation values give a trustworthy approximation of the Gaussian ones.

For a fixedE it is not in general possible to take the limit> oo, since ther8 — 0 and
thus alsar — oo. Moreover, itis also necessary to require that E to obtain a meaningful
approximation to the microcanonical ensemble from the Gaussian one. In practice, the most
interesting applications of the ongoing ideas are in the energy region in which the canonical
ensemble first begins to fail. For this reason, we also need an estimbates of the canonical
quantitiesfor the region where the canonical approximation is not reliable.

Since

2 .2
E=(H)—ge® = (H)(l - %%) (23)

should be positive, we can now give the following rules for making an identification between
the canonical and the Gaussian ensemble.

e The value of8o?/(H) measures the effectiveness of the canonical ensemble with a
given 8: the smaller the value, the better the canonical ensemble works and differences are
expected to arise when it gets to be of the order of one. Note that in the thermodynamical limit,
we haveg o« 1/N, (H) « N ando? « N and therefore we would expect this quantity to
vanish as 1N, thus implying that the Gaussian and the canonical ensemble become equivalent
in the thermodynamical limit.

e For those values gf with Bo?/(H) < 1, choosing aa o o will give the most reliable
results. The proportionality factor need not be very large, since the relative accuracy of the
canonical approximation depends on the second power of its inverse—for typical observables
the accuracy can improve even more quickly as can be seen from equation (22). In any case,
we get from (23) an absolute upper bound for the possible values of the proportionality factor,

€ (H)
= < [—L x+/N.
o Bo?
Let us then derive an approximation for the Gaussian partition function in the region where
the parametet = o2/2¢? is small. From (13) we get the following identity

e LY N A

Be 0 f2n(02 + £2)

where we have extracted the saddle-point approximation that was given in (15). Let us denote
the logarithm of the correction to the saddle-point approximatiorf @y = % In(1+ 2a) +

In(e="*). Equation (20) immediately yields simple bounds for this correction term,
3in@+2) —a < f(a) < tin@@+22) —ae ™),
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Clearly, f is an analytic function on the right half-plane and it is infinitely many times
differentiable from the right at the origin of the real axis. Thus it has a Taylor polynomial
expansion at the origin,

K-1 ak
f@ =Y —fP0"+0@) foralla > 0 (24)
— k!
although the corresponding full Taylor serigsed notconverge. This situation is the same as
is often encountered in perturbation theory: the result is an asymptotic series in the perturbed
coupling constant.

Since f(0") = 0, the constant term of the expansion vanishes and, by virtue of the

saddle-point approximation, the first coefficient is also zero, sfhte= 1. The rest of the

coefficients of the expansion (24) are then given by the formula

k
OO = (=2t — Dl + % In(e=*"*)|.—o fork >1
a

the first five of which are computed in table 1.

Table 1. The first five derivatives needed in the Taylor expansion of the Gaussian partition function.
In the table,, refers to the canonical expectation valié).

ko f®oH
1 O
2 —3+hy

3 6+ 3y — hg
4 —54+ 1%, — 3h3 — 4he + hg
5 360+6G, — 30]’1‘2‘ — 20hg + 10hghe + Shg — h1g

With a givenk, the residual ternRx (a)—denoted byO(aX) in (24)—can be written as

al(
Rk (a) = Ef””(a)

wherex € [0, a]dependson. Since all derivatives are continuous, the values of the derivatives
at 0" given in table 1 give an estimate fgit%) («) for sufficiently smalla. Therefore, these
values can be used for estimating the residual term and thus for deciding the best \&lue of
for a given, smallga.

If a is not small enough, it is possible to use other, less accurate, estimatest ‘Kga)
is a polynomial of the ratiog, = (h" exp(—ah?))/(exp(—ah?)), which, on the other hand,
have the exact bounds

exp( - ah2k+2> < s < expla) forallk > 1.
hok hok

Therefore, it is possible to use these bounds in the known form of the polynomials yielding
exact bounds for the values of the derivatives. The first five of the polynomials are given in
table 2 and the rest can be easily computed, if necessary.

The same Taylor polynomial approximatiorvircan be made equally well for expectation
values of a canonical observabde Let us define

(A exp(—ah?))
gla)=-——"—""
(exp(—ah?))

when by (16) the functiorg(a) equals the Gaussian expectation valueAofat energy
E = (H) — £2p and resolutiorz = o/+/2a4. The Taylor expansion ¢f is

K=l gk (A exp(—ah?)) ak
gla) = (A><1+,; GO +<m<exp<—_ahz>>HGK(“)) (25)
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Table 2. The first five general derivatives needed for the Taylor residuals of the Gaussian partition
function. In the tableg, refers to thex-dependent rati¢h” exp(—ah?))/ (exp(—ah?)).

ko O
1
1+20
2
Qa2
8
A +22)3

82

g +ea

— 283 +3g284 — g6

— 6g3 +12¢3¢4 — 3¢5 — 48286 + g8

— 24g3 + 60g3 24 — 308295 — 20g3g6 + 10g4g6 + 5285 — 810

Table 3. The first few normalized derivatives—as defined in equation (26)—needed in the Taylor
expansion of the Gaussian expectation values. Hgrand A, refer to thex-dependent ratios
(h" exp(—ah?))/ (exp(—ah?)) and (h" A exp(—ah?)) /(A exp(—ah?)), respectively.

Gr(a)

—Az2+ g2
Ag—2A282+2¢5 — g4
—Ag +3A4g2 — 6A2g2 + 63 + 34294 — 68284 + g6
Ag — 4A6g2 + 124485 — 244283 + 24g3 — 6A4ga + 24428284 — 363584 + 683 — 4A2g6 + 8g286 — g8
—A10+5A8g2 — 20Agg3 + 60A4g3 — 1204585 + 120¢5 + 10A6g4 — 60A4g2g4 + 180428224 — 240g3 g4
—304282 + 90287 + 10A4g6 — 40428286 + 60526 — 20486 + 5A288 — 108288 + 810

a bsh WONPR| >

where the coefficient&, are normalized derivatives,
(exp(—ah?))
(A exp(—ah?))

and we have given the first few of them in table 3. The expansion up to terms ofdrider
therefore, given by

g(a) = (A) + (L — h®)A)a + [(L — KD A) + 3((h* — (h*) A)]a® + O(@®).

Gila) = gP(a) (26)

5. Summary of the results

In the first section we have shown that when— 0 the Gaussian ensemble approaches
the quantum microcanonical ensemble and the Gaussian expectation values pick out the
nearest microcanonical expectation values. This makes the Gaussian ensemble an easy to
use approximation of the microcanonical ensemble, although we have also argued that the
ensemble can be given an independent physical interpretation in certain kinds of experiments.
The main results of this paper, however, consider the opposite limit, wlgensuch larger
than a typical distance between consecutive energy levels. We have shown how the canonical
ensemble forms an accurate approximation of the Gaussian ensemble in this limit. On the other
hand, since the Gaussian ensemble is a regularization of the discrete microcanonical ensemble
in this limit, the canonical ensemble can also be given an interpretation as an approximation
of this regularized microcanonical ensemble.
If E ande are the Gaussian energy and energy resolution, respectively, then there always
exists auniqug > 0 defined by the equatiait/ ) ;™" = E+Be? and thiss gives the best inverse
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temperature for a canonical approximation of the Gaussian ensemble. This approximation is
best characterized by the parameter ¢2/2¢2, whereo? is the variance of the energy in
the canonical ensemble? = (H)$"— ((H)§"?. The approximation was shown to work
at least in the region where « 1 and, since it was necessary to have ﬂaz/(H)ff‘“, the
latter quantity furnishes an indicator of whether or not the canonical ensemble can be used for
getting reliable information about the properties of a closed system. This indicator can also
be given in the forrrﬁoz/(H)ga” = Cy/B(H)5™", whereCy is the specific heat at constant
volume.

Quantitatively, we have proven the following formulae for the canonical approximation
of the Gaussian ensemble

2p2
St =S~ Ine — In(27) — % —1In(1+22) + AS(a; B) (27)
(AFS= (AS"+ AA(a; B). (28)

The correction terms, which become important in the regio= 1, can be given an
asymptotic expansion in terms of the moments of the normalized canonical energy operator,
h=(H—-(H))/o,

AS(a; B) = 3((h*) — 3a® + 3 (6 + 3h™) — (h°)a® + O(a*) (29)
AA(a; B) = (L —hDA)a + [((1 = P A) + (" — (h*) A)]a® + O(a®). (30)
The entropy deviation has also the exact bounds

2In(1+22) —a < AS(a; B) < 3In(L+2a) — aexp(—a(h™)) (31)
while for positiveobservablesA we have derived bounds for the logarithmic proportional
deviation

auss

o[ exaity] < D <1 W ()] e

All expectation values in the above are in the canonical ensemble unless stated otherwise.

6. Thermodynamics of systems with exponentially increasing density of states

We will now repeat the analysis done in sections 3 and 4 on a system with exponentially
increasing density of states. In this case, the canonical ensemble can be defined only up to a
certain value of the inverse temperatgrand it is not clear when and if the canonical ensemble
will give meaningful results. However, since there are physically interesting systems which
exhibit an exponential increase of the density of states, for example, free bosonic string theory
[10], and since computations in the canonical ensemble are typically easier to perform than
microcanonical ones, it is useful to know if the canonical ensemble can be applied to analysis
of such a system.

We first define what is meant by an exponential increase of the density of states: if there
exists a finite number

Be=inf{B > 0]|tr e P! < o0}

then B; can be identified with the speed of exponential increase of the density of states as
clearly tr e?# < oo forall 8 > B, and tr ¥ = oo for B < .. Also, in the following we

will consider only observables with the property ttA| e ## < oo forall B > B.. Since we

have assumed that < oo, the system is Gaussianly bounded a@nid a Gaussian observable.
Note also thap. = 0 corresponds precisely to the canonical case.
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Under these assumptions, everything stated in the beginning of section 3, especially
formulae (7)—(10), still hold if we only requir > S instead of8 > 0. Similarly, the
analyticity of the integrand in (10) is guaranteed only in the half-plane Rej;. Inthe saddle-
point approximation of this integral, the uniqueness of the positive saddle point still holds with
the same proof as before, but #adstencelepends crucially on the behaviour of the canonical
ensemble at temperaturgfk or, more specifically, on the value & = limg_. 5: (H)§*".

If Ec = oo, then there exists for alE € R ande > 0 a uniqueg > B for which
(ﬁ)ga“ = E + Be?. If E. < oo, then there is a positive saddle poifitif and only if
E < E.— Be£?. Inthese two cases everything stated in section 4 will hold for the saddle-point
value of 8 and thus it is reasonable to use the canonical ensemble for those systems with
Cv/(BH)S" < 1.

The situation is different for those values Bffor which E > Emax = Ec — Bce?. Then
there are no saddle points on the positive real axis and the best one can do with the canonical
ensemble is to chooge — B.. This approximation, however, is not good unlésse Eax
as can be seen from the relation

(A gauss__ Tr(Ap.(E + ,3c82) g Fell) _ (Ape(Ec+ E — Emaﬂ>can
Be T Tr(pe(E + eg?) e fell) — (p(Ec+ E — Emad) 3"

which is a consequence of equation (7).

Thus we have found that iftf)5*" = oo the system can always be approximated by the
canonical ensemble in the thermodynamical limit just as has been explained in the preceding
sections. In effect, as the system is ‘heated up’ by adding more and more energy to it, the
temperature of the system will increase asymptotically to the limiting VBlue 1/8.. On the
other hand, i H)Z" < oo, then there exists a limiting enerdimax ~ (H) 2" after which the
canonical ensemble should not be used for estimating the statistical behaviour of the system
but using some form of the microcanonical ensemble instead would be advisable.

7. Discussion

In this paper we have examined relations between the microcanonical and the canonical
approach to quantum statistics. On the level of ideas, the present results are well known
and well presented in most standard textbooks on statistical physics and, naturally, none of
our results tells us anything new about systems fully in the thermodynamical limit. What we
have aspired to do here is to develop a systematic treatment of systems, which are neither large
enough to be considered thermodynamical nor simple enough to be completely solvable, but
which are, nevertheless, in an energetic equilibrium with their environment.

By taking the energy fluctuations of the system as an integral part of the microcanonical
formalism we have been able to show rigorously how the canonical ensemble gives an
approximation of the microcanonical statistics even for systems which are not even near a
thermodynamical limit and we have been able to give precise relations between canonical
concepts, such as temperature, and the more fundamental concepts related directly to energy.
We have also shown how and when the canonical ensemble can be stretched to aid in the
analysis of these non-thermal systems.

In our analysis of regularization of the energy spectrum we have limited ourselves to
the Gaussian distribution. This, however, is only a convenient choice and the analysis
could be repeated by using any smooth function with a compact support instead. Using
this second alternative would, in fact, be necessary for microcanonically bounded systems
with the logarithm of the density of states increasing faster than quadratically in energy, but
we will not redo this analysis here. Neither have we yet discussed the evaluation of the
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canonical moments of the energy operator, which are required for the asymptotic expansion of
the Gaussian expectation values—this will be the subject of a subsequent work, where we will
also show how lattice Monte Carlo methods can be employed in evaluation of the Gaussian
expectation values.

For sake of mathematical definiteness, we have in this paper inspected only quantum
mechanical systems, but on the level of formal manipulation, the results given here can be
equally well interpreted as statements about statistical quafielofirtheory. Since canonical
guantum field theory is already a well developed part of the physicists’ toolkit [11], this is not
as bold a claim as it looks at first sight. In fact, the formulation of the quantum microcanonical
ensemble given in [3] can also be obtained fromghg — 0* limit of the Gaussian formula
(10), which mightthen lead to a more rigorous derivation of that formulation after the intricacies
in the definition of four-dimensional statistical quantum field theories have been resolved.
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